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1 Introduction

The central thesis of this dissertation is thatlow knowledgecontrol
methods for optimization algorithms allow non-experts to achieve
high quality results from optimization technology. The primary mo-
tivation for our research is to extend the reach of optimization tech-
nology by making it more accessible. To this end, we are interested
in methods that not only provide high quality solutions, but do so
without the requirement for significant effort and expertise on the
part of a practitioner who wants to use off-the-shelf methods to solve
a problem.

Traditionalhigh knowledgeapproaches [13, 8, 17, 9, 10, 5, 1, 11]
to the algorithm selection and control problem have focused on build-
ing models of problem structure and algorithm performance. While
high knowledge approaches have had success on specific classes of
problems, they have not succeeded in making optimization technol-
ogy easier to use in general. The use of such models has shifted the
expertise requirement from algorithm engineering to feature engi-
neering and predictive model building. In contrast, our methods make
control decisions based on very general features that are independent
of the type of problem being solved and the algorithms that are being
employed. Thelow knowledgefeature explored in this dissertation is
the improvement of solution quality over time, which we believe is
useful in many applications. Our empirical studies show that these
control methods achieve strong performance on a range of problems,
including problems that are far larger than typical academic bench-
marks and more like those seen in industry. The strong performance
is not the primary result; it is that these results are possible using
simple general control methods that do not require significant effort
or expertise.

In particular, in this dissertation:

• We create and investigate mechanisms for algorithm control that
do not require detailed knowledge of the problem domain or of
algorithm behaviour. These low knowledge control methods make
decisions based only on observations of algorithm performance.
We claim these approaches reduce the engineering effort and re-
quired expertise to effectively apply optimization algorithms.

• We compare a low knowledge control approach to idealized high
knowledge approaches in the domain of scheduling algorithms.
We present an analysis against the best possible high knowledge
approaches and observe competitive performance. Although such
methods have been shown to provide good performance, we claim
they are impractical on the basis that they shift expertise from
analysis of algorithm performance to an analysis of high knowl-
edge models.
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• We apply low knowledge control methods to a large neighbour-
hood search configuration for solving industrial-sized scheduling
problems. The control mechanisms are applied to the selection of
neighbourhood heuristics during search. In addition, a tuning pro-
cedure for combining neighbourhood heuristics is presented. The
best performing control methods perform well across all problem
sets and time limits.

2 Motivation

This thesis is motivated by the observation that, often, modelling is
easy but solving is hard. In practice, modelling becomes hard because
we want solving to be easy and the two aspects of problem solving
are certainly dependant on each other [15]. Commercial libraries of
problem solvers are sold under the premise that they will solve your
model using state-of-the-art algorithms. In some cases these work
well, but in many cases they produce mediocre results, and in other
cases they fail to produce solutions at all. So, in practice, the appli-
cation of optimization technology requires the expertise to model the
problemand to configure the algorithms to produce high quality so-
lutions. The quality of the system is determined by the capability and
experience of these experts, as shown in the applied study of Le Pape
et al. [6].

In this dissertation we do not address the modelling issue. Instead,
we address the issue of algorithm configuration, with the goal of pro-
ducing a system that comes closer to the promise of declarative pro-
gramming that ‘the user states the problem, the computer solves it’
[2]. The future, as we see it, is one where toolkits of algorithms are
available off-the-shelf. Algorithm experts are used to build toolkits
rather than configure them. Such toolkits provide the raw compo-
nents for an automated system to configure and apply. What remains
to be seen is if this configuration exercise can be performed while
reducing the reliance on an algorithm expert to effectively use this
technology.

The motivation for the work in this dissertation is as follows:

1. The success of optimization technology is hampered by lack of
experts - The primary driver for our research is that optimization
technology suffers from a bottleneck of available experts to imple-
ment solutions [2, 12, 3]. Experts are required to gather require-
ments, create a computational model of the problem, and then de-
velop a system to produce high quality solutions to the compu-
tational model. In this dissertation, we address the challenge of
reducing the expertise required to develop a system that produces
high quality solutions for a given computational model.

2. Algorithm performance is often brittle - In many problem do-
mains, the world is constantly changing. Because of change, op-
timization systems that perform well at first, may start to fail as



the problems they are solving change in subtle, or not so subtle
ways. We are interested in producing an optimization system that
is able to adapt to changes in the world. Such behaviour represents
a significant practical cost savings, since it is not only expensive to
repair a failing system; costs are incurred, before (or if) the failure
is noticed, when the decisions produced by such a system are used
in operations.

3. There is no dominating algorithm - There is a tendency in the
field of optimization to focus on average performance and claim
that the algorithm that is best on average is superior to all algo-
rithms. This has led to many papers claiming that, for a particular
time limit, method X is better than method Y on problem sets A,
B and C. While such results are useful as a measure of incremen-
tal improvement, there is an implicit assumption that, eventually,
a single algorithm will be developed that dominates all others on
all problem sets. Perhaps this is the case on particular problem
instances, or even entire problem sets, and maybe across time lim-
its as well. However, as the range of problems to be solved in-
creases, the chance that a single method will dominate decreases
[16]. This is especially true when optimization methods are ap-
plied to real world problems rather than academic benchmarks.
Most methods will exhibit strong performance on some problems
at some time limits. Therefore, in a fashion similar to boosting in
machine learning [14, 4], we are interested in control mechanisms
to combine ensembles of algorithms to produce a system that is
ultimately more robust, and performs better, than a single method
that performs best on average. This observation, in relation to op-
timization algorithms, was first made in Leyton-Brown et al. [7]
and we continue this direction of research.

3 Overview of Dissertation

This dissertation is structured as follows. First, we present a brief re-
view of the concepts of constraint programming and their application
to job shop scheduling. This gives the context for the algorithm con-
trol problem by introducing classes of algorithms that require signif-
icant expertise to use effectively. In the next two chapters, we discuss
the algorithm control problem and point to failings of the existing ap-
proaches, with respect to the requirement of reducing expertise. We
suggest a low knowledge approach to overcome this problem. In the
remaining chapters, we explore the application of our approach and
evaluate performance against idealized high knowledge approaches.

Chapter 2 reviews constraint programming and how it can be ap-
plied to solve optimization problems and, in particular, scheduling
problems. We define the core concepts in constraint programming
and a constraint model for the job shop scheduling problem. We then
discuss three general classes of algorithms to solve constraint pro-
gramming problems, which lays the groundwork for later chapters
where we present concrete examples of these algorithms.

Chapter 3 presents a detailed review of algorithm control meth-
ods. First, we present a framework to classify control mechanisms
based on when they make decisions and when they capture knowl-
edge. Then we review control methods from the literature and place
them in the context of this framework. We present a discussion on
the benefits and limitations of each instantiation of the framework.

Chapter 4 states our thesis: that a low knowledge approach is a
practical way to achieve the goal of expertise reduction. We present
a discussion on the benefits of high versus low knowledge control,
and show that although theoretically, a high knowledge approach is
superior, in practical terms, it is inferior since it is more prone to
error, in addition to requiring significantly more expertise and effort

to implement.
Chapter 5 investigates the use of low knowledge control methods

applied to scheduling algorithms. We present three state-of-the-art
scheduling algorithms and evaluate the performance across time lim-
its and problem sets. We show that, without the effort or expertise of
knowledge engineering, the low knowledge control methods perform
strongly when compared to optimal high knowledge selection meth-
ods. An ablation study is performed to determine the impact of the
components of the best control method.

Chapter 6 investigates the use of low knowledge control methods
applied to large neighbourhood search. We present a large neigh-
bourhood search algorithm for scheduling and four neighbourhood
heuristics and discuss the challenge of effectively configuring such a
system. We introduce a low knowledge method for tuning combina-
tions of neighbourhood heuristics. The neighbourhood heuristics and
control methods are evaluated on medium (400 activities) and large
(1600 activities) scheduling problems, and then on a set of standard
benchmarks.

Chapter 7 concludes with a review of the contributions of the dis-
sertation and a discussion of areas for future work.

Appendix A presents detailed results on Taillard’s benchmark
problems.

4 Summary of Contributions

The contributions of this dissertation are:

1. A framework that defines the structure of control methods through
knowledge capture and control decisions. This framework pro-
vides a tool to categorize and understand the literature, resulting
in an analysis of the benefits and shortcomings of on-line and off-
line control approaches.

2. The introduction of the idea of low knowledge algorithm control.
We propose the use of low knowledge control methods to directly
address the issue of the expertise required for the effective use
of optimization technology. We challenge the belief that more in-
formation leads to a better reasoning system and propose that low
knowledge control systems are both easier to implement and more
robust to change.

3. The demonstration that low knowledge control methods can re-
duce required expertise while achieving good performance. Sev-
eral control methods are presented and evaluated against optimal
high knowledge selection methods. Empirical results suggest that
low knowledge approaches can perform as well or better than high
knowledge approaches.

4. An extension of the algorithm selection problem [13] to the more
general problem of algorithm control, where algorithm selection is
repeated during search. The algorithm control approach allows the
interleaving of knowledge capture and decision making. We show
that low knowledge control methods are able to perform as well
as high knowledge selection methods when applied to scheduling
algorithms.

5. An analysis of the impact of components of a low knowledge con-
trol strategy through an ablation study. This analysis is executed
by producing variants of the control method that lack one of the
components. We show empirically that all of the components ben-
efit performance.

6. The evaluation of low knowledge control applied to a large neigh-
bourhood search to solve industrial sized scheduling problems.
We present a tuning method for optimizing the parameters of
combined neighbourhood heuristics. Two novel neighbourhood



heuristics are presented: a general purpose large neighbourhood
search heuristic based on solution cost impact and a heuristic that
focuses scheduling effort on the resources with the highest load.
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